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52 RANDOM VARIABLES

DEFINITION

A random variable isa__\AC 1ab\e (typically represented by Y ) that has a
QNna\e A0ef (0L value, determinea by ¢hance

for each\) DXl Lo of a (O LAN

DEFINITION

A probability distribution is a
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NOTE

IT a probability value is very small, such as 0.000000123, we can represent it as O+ in a table, where O+

indicates that the probability value is a very small positive number. Why not represent this as 0?

Recall the tree diagram we made for a couple having 3 children:
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DEFINITION B
A discrete random variable has either a jh nl)VQ/ number of

\/&\ W) ora COUﬂ)FO\\()lC/ number of values, where

C/D L)\KMJOKQJ refers to the fact that there might be fn’F' mfdﬁ
many values, but they can be (ASSD GloqL QA witha (| [)Mﬂﬁ ﬂ@
process, so that the number of values is O or 1 or 2 or 3, etc.
. .

A continuous random variable has \(\’glﬂ\h/\\"j many values, and those values can be
associated with W\SZG\O\M/ W\s on a C Or\‘ﬁ NUWOL) scale without

04D e or mmw@ww

Example 1: Give two examples of
a. Discrete random variables b. Continuous random variables
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There are various ways to graph a P(ZS@ ﬂﬁ\o’i \\'\/Y\J distribution, but we will consider only
[ .
the @(D\O /\b\\ \ '\/k\/j\ \/\fa)@ﬁ YM\J . A probability histogram is

similar to a relative frequency histogram, but the vertical scale shows P(O(Oaﬁ)l l tﬂej

instead of (Q/ \m’\‘/ |\/U frequencies based on actual sample events.
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REQUIREMENTS FOR A PROBABILITY DISTRIBUTION

1 2 P(X) =1 where x assumes all possible values. The sum of all probabilities must be

\ , but values such as 0.999 or 1.001 are acceptable because they result from

(O Ar\nﬁ errors.

2. 0< P(X) <1 for every individual value of x.
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ROUND-OFF RULE FOR M, O, and o O~7rC 3/§7L \7//3 +‘?/g ’),SL? 0,} 2073 <)

Round results by carrying one more O\QC\MOSL place than the number of decimal

places used for the rO\(\O\ DN\ variable 5& . I the values of g are

—

—

PR

I~

=75

09

(

[ n/\/@gﬁ(é , round to one decimal place.

IDENTIFYING UNUSUAL RESULTS WITH THE RANGE RULE OF THUMB
The range rule of thumb may be helpful in INL@(\D ‘(Q]"lhﬂ the value of a
gm dard/ d@)\/\\ d’h\Q/V\/ . According to the {a}ﬂ%/
(M/ of /ﬁ.\mb , most values should lie within (L standard
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deviations of the ‘(\(\Qﬁ)(\ ;itis uX\U\)OW&/ for a value to differ from
the mean by (Y VL than L standard deviations.
Maximum usual value = M + Z(T

Minimum usual value = M - ZOA
T

IDENTIFYING UNUSUAL RESULTS WITH PROBABILITIES bO\\O \r
X successes among n trials is an unusually high number of successes if the ‘0(0 \ H’\j

of L or more 8 MC‘C %é 66 is unlikely with a probability of O Ug or
Sepd

X successes among n trials is an unusually low number of successes if the “Wébﬂb;\ﬁ\hﬂ

of i or fewer S\M'C/Q/éj& is unlikely with a probability of OOg or
Qopd

RARE EVENT RULE FOR INFERENTIAL STATISTICS

If, under a given mﬁé\km\‘o )ﬂM\/ , the probability of a particular OM\/M/

event is extremely small, we conclude that the aj S\NYY\{)/\WW is probably not

C (el

Example 2: Based on information from MRINetwork, some job applicants are required to have several
interviews before a decision is made. The number of required interviews and the corresponding
probabilities are: 1 (0.09); 2 (0.31); 3 (0.37); 4 (0.12); 5 (0.05); 6 (0.05). X F(X)

a. Does the given information describe a probability distribution?
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b. Assuming that a probability distribution is described, find its mean and standard deviation.

b= b Pe) = 1(0.09)12(03)53(05)rH(0.0) X | PLO)

+5(0.05) r6(0.05) T

0.2
0.%7]

|
2
' 3
¢ =4 P) M = (00 F2°(03) 43 (0314 (0.1) L; glo‘;}
) 1 “ PR :

RN /?, T =57 = L) infetViews
c. Use the range rule of thumb to identifyEhe range of values for usual numbers of interviews.

M—1q < usuad, ¥ of infenviews i+ 20

intelviews s 2(1\
2 A-2(1)2 usuol ® ofjinfelviewst 2.1 + (1)
01 < usuld # 57 erviewss < o
d. Is it unusual to have a decision after just one interview. Explain.

No S one Nlecuiew) Lalls wirhin ﬂ\L(M\SQ, ot

wSuall #-of. inteyviews.
i

DEFINITION

The expected value of a d\S(X 9&/ random variable is denoted by E 6(2 ,and it
represents the W\Qm \/MMQ/ of the M'Zém&o tis

obtained by finding the value of Z[X- P(x)] .

E=Z[X-P(X)]
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Example 3: There is a 0.9968 probability that a randomly selected 50-year old female lives through the
year (based on data from the U.S. Department of Health and Human Services). A Fidelity life insurance
company charges $226 for insuring that the female will live through the year. 1T she does not survive
the year, the policy pays out $50,000 as a death benefit.
a. From the perspective of the 50-year-old female, what are the values corresponding to the two
events of surviving the year and not surviving?$
— o

Tf She iven | she payd b2 ;
1 she dw ,an%miy gefs 50000 —> spow= 22 =49 T7

t;( IT a 50-year-old female purchases the policy, what is her expected value?

POL)
T 0A%T £ (x ) - 1% (0.9 + 49T (0.003%)

c. Can the insurance company expect to make a profit from many such policies? Why?

3&5\% MO AN - CGVY\POUH mexpeuk bmmmawf@@%
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5.3 BINOMIAL PROBABILITY DISTRIBUTIONS

DEFINITION

A binomial probability distribution results from a procedure that meets all of the following

requirements: ‘ A
1. The procedure has a /?‘ e r\\lm@(' of trials.
2. The trials must be \ﬂ d\QpQX\O\UﬂT .
3. Each trial must have all OUJFCGM classified into M@IOH Q“S

(commonly referred to as SMC%S§ /ﬁal h&r)(/ ).
4. The probability of a SMCC@O remains the gm‘{\g-/ in all trials.
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NOTATION FOR BINOMIAL PROBABILITY DISTRIBUTIONS
S and F (success and failure) denote the two

possible categories of outcomes
P(S)=p
P(F)=1-p=qg
n—> LiYed # of 4ri0lp
x— speaific § of successes in nriods 04X 4N
p—> @)robab;ﬁ@ o% Succena n LAriad
4 — probab, t;@ of faifure 1N 1 tfriel
X) = Pmba/b]l{w of exactly X SucesieS amang fhe i friolo

Example 1: A psychology test consists of multiple-choice questions, each having four possible answers (a,
b, ¢, and d), one of which is correct. Assume that you guess the answers to six questions.
a. Use the multiplication rule to find the probability that the first two guesses are wrong and the

last four guesses are correct. ?(UD> = %/ P(C Y= /k,r

Plowecce) =3 5 4 4 g 4™ xfp 00220 |
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b. Beginning with WWCCCC, make a complete list of the different possible arrangements of 2 wrong
answers and 4 correct answers, then find the probability for each entry in the list. Q
(CCLW

WWCCG O [CwW Ll CCWWCC [(CCwWWC
N WO |lcwiwel |(C W WO lcccwaew

D OWOC|cw e W loewley mﬂMWS
Deccwelewec oW l

W e oW pmb’&jaw)qgﬂw X 0.00220

c. Based on the preceding results, what is the probability of getting exactly 4 correct answers when

6 guesses are made?

P (exashj i (o of ) = I5 (as0z20) ¢ 0.0350

d. Now use the Binomial Probability Formula to find probability of getting exactly 4 correct answers

when 6 guesses are made. 4 b-4 z
T ) ) - ) <0
U A

BINOMIAL PROBABILITY FORMULA 15
X n-X Ans*, 25%4%, 7972
. . 8329589844

P(X)=(n_n—x!)!x!.px-q”‘X forx=0,1,2,...,n nC’XP q

Example 2: Assuming the probability of a pea having a green pod is 0.75, use the binomial probability
formula to find the probability of getting exactly 2 peas with green pods when 5 offspring peas are

generated.
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